
Characteristics of Machine Learning Research

with Impact

Louis Kirsch
http://louiskirsch.com

University College London

May 2018

1 Introduction

In recent years there has been a huge surge in machine learning publication
volume and industry investments [1, 2]. The number of publications grew far
beyond what any researcher can read. ArXiv [3], one of the major preprint
platforms for the field of machine learning, shows an exponential increase in pa-
pers uploaded to the platform as shown in Figure 1. A preprint platform allows
papers to be uploaded prior to publication and without any peer-review process.
Additionally, the field is becoming very competitive with research institutions
and companies such as Google, Facebook, DeepMind, Apple, Microsoft, Uber,
and many others involved. New research achievements are quickly outdated and
surpassed in a matter of a few months or years. This poses the question, what
kind of research outlasts the test of time? What characterizes the most impact-
ful research and how can impact be measured? What kind of research areas and
questions should the machine learning community focus on to maximize impact,
and what kind of methodologies should be used?

Figure 1: The increase of research paper volume on major preprint platform
ArXiv [3]. Reproduced from [4].
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2 Impact in science and machine learning re-
search

To identify or carry out impactful research we must first investigate what con-
stitutes impact in machine learning research. In a subject-unspecific context
impact of science is measured for the purpose of acceptance in journals, con-
ferences, determining funding, or policy making [5]. With limited available re-
sources, politicians need to decide which research to fund and measure whether
these expectations were met. Though, in the field of machine learning, fund-
ing is less of an issue due to little material necessities apart from computational
resources. Additionally, due to its direct applicability for industry, many compa-
nies are interested in funding these efforts for competitive advantages [1].

The oldest method of impact measurement is quality control in the form of
peer-review [6]. Acceptance or even rating of research through peer-review con-
stitutes recognition of quality within the research community. Nevertheless,
this does not necessarily indicate how long the research will stay relevant or
its impact on issues in society. In the context of machine learning Wagstaff [7]
claims that most peer-reviewed machine learning contributions only involve a
fraction of an impact-generating process. Wagstaff divides the machine learning
research process into three stages: The preparation stage includes phrasing a
problem as a machine learning task, collecting data, and the selection and gen-
eration of features as necessary. Secondly, the machine learning contribution
includes choosing or developing the right algorithm, then selecting metrics, and
conducting experiments. Thirdly, in the impact stage, results need to be inter-
preted, published to the relevant user community, and users persuaded to adopt
the technique. In his work [7], he criticizes that the machine learning research
community mostly only advocates the second stage, not giving any incentives
to pursue the first and third stage. As such, his definition of machine learning
research should be user impact-oriented and needs to encompass applicability
instead of just the development of fundamental learning algorithms. One might
counterargue with the fact that machine learning research today has an enor-
mous industry support [1, 2] that deals mostly with stage one and two, while
the second stage shall remain the main focus of conferences and journals.

A more quantitative and most universal measurement of impact is citation
count [8]. While citation count may measure usefulness to the science com-
munity, there is no standard measure for the benefit of research to society [5].
Although, because of the previously mentioned direct applicability of machine
learning to industry and many publications directly originating from indus-
try [2], citation count might indeed correlate with benefit to society in the case
of machine learning. Impact may also be measured in terms of public appear-
ance through altmetrics [9]. This constitutes web-based measures such as views,
downloads, or shares in social media of a research piece or blog post. In par-
ticular companies, such as DeepMind, have started advertising their research
significantly on platforms such as Twitter.

We hypothesize that this kind of direct measurement on short time scales may
be particularly uncorrelated with breakthroughs in machine learning research.
As we explore in the following, while direct impact on society is usually driven
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by applications of machine learning research, the fundamental learning algo-
rithms may take years or decades to benefit society in any measurable manner.
In that regard, machine learning research may be similar to research in health-
care that takes very long to progress [5]. We will investigate instances of this
phenomenon in the field of deep learning, a subset of machine learning, with re-
gard to contributions such as backpropagation and the long short-term memory
units (LSTMs).

Highly cited research in machine learning is often not the original research but
books or reviews [10–16]. This is a phenomenon that shows that citation count
is not necessarily proportional to the novelty of research or the impact. The
reviews and books have to be based on original research that might not be cited
as often due to researchers citing aggregations. Jürgen Schmidhuber looked
at this issue in the context of one of the most influential algorithms in deep
learning called backpropagation [17]. It is a key ingredient for the optimization
of most of today’s deep learning models and goes back to work in the early
1960s [18–20] but being popularized much later. These original papers, among
many others, do not get cited often even though their significance for today’s
deep learning research is paramount. This conforms with findings of studies by
Marx and Bornmann showing that the papers essential for the beginning of a
revolution are rarely cited [21, 22]. In fact, the idea of backpropagation is really
hard to trace back to a specific researcher. Instead, the algorithm has been
repeatedly revised and generalized. Then it took several more decades until
the algorithm was rediscovered and used in large-scale applications and state of
the art research, for instance in image classification [23]. We can conclude that
correct attribution is not always guaranteed and often neglected by researchers,
the number of citations is not necessarily proportional to impact, and ideas
often need long periods of time until they are recognized as valuable. Even then
the original authors might be hard to identify [17].

3 A quantitative analysis

Because there are few quantitative measurements of impact and citation in the
field of machine learning we used and modified the open source library Schol-
arly [24] to query Google Scholar for the most citations in the field of deep learn-
ing and artificial intelligence. Just like Google’s search engine, Google Scholar
aggregates information from web pages. In this case, publications anywhere on
the web are located and presented to the researcher, including statistics like
authors, publication date, venue, citations, and others. A simple measure of
impact could be defined by the search for authors with high citation counts
that involve fields of interest ‘deep learning’ and/or ‘artificial intelligence’. Un-
fortunately, this query results in many highly cited authors with publications
in tangent fields such as ‘physics’, ‘big data’, ‘simulation’, ‘biology’, and others
due to the wide range of applications that are based on deep learning. Instead,
we focus on actor-network-theory [25] and inspect the co-author network around
three deep learning titans [26] ‘Geoffrey Hinton’, ‘Yoshua Bengio’, and ‘Jürgen
Schmidhuber’. Of course, these three researchers are only a tiny selection of
many very successful researchers in the field of deep learning. The coauthors
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Figure 2: The coauthor network of three deep learning titans ‘Geoffrey Hinton’,
‘Yoshua Bengio’, and ‘Jürgen Schmidhuber’.

are limited to the 20 most frequent for each author, as given by Google Scholar.
Because of outliers that are highly cited we use the popular h-index as a mea-
sure of citation. For an h-index of h, any researcher needs to have h papers
with at least h citations each. Figure 2a shows the three authors and their
coauthors sorted by their h-indices. Furthermore, because deep learning has
gained influence in particular from around 2010 [26], we show the total number
of citations since 2010 in Figure 2b. From both figures, it is quickly evident that
the majority of citations is among very few authors. Also, it is a good method
to discover related authors and publications with high impact or high impact
potential.

One very famous researcher, Geoffrey Hinton, that coined the term backpropa-
gation with a paper in 1986 [27] worked in the field for several decades until the
algorithm showed large-scale success in 2012 [23]. One often advocated reason,
why large-scale success was only achieved much later, is the fact that computers
got several magnitudes faster, in particular through the use of GPUs instead of
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Figure 3: Geoffrey Hinton; a deep learning pioneer’s citation history. While
the original backpropagation algorithm was invented in 1986 [27] it took until
around 2012 that an image classification paper showed the significance of these
contributions [23]. Soon after, deep learning started to take off and the decade-
long work was cited more often.

CPUs, and datasets got significantly larger [26]. Before 2012, most researchers
were highly skeptical of deep learning and focused on other methods in the
field of machine learning [28]. This is also reflected in the number of citations
that only increased after this practical success in 2012 as shown in Figure 3.
This phenomenon has been shown to be generally true in science. The sig-
nificance of publications is often only discovered decades later [29, 30]. These
findings question whether research with true impact in machine learning, such
as backpropagation, can be planned. In the case of Geoffrey Hinton and others,
researchers trusted their intuition, despite rejection in large parts of the com-
munity. While there is certainly no guarantee that this approach is successful
it could inspire other machine learning researchers to explore less popular areas
that seem promising to them. Another learning might be that research not only
needs to be proven scientifically but also showcased on large applications, such
as image classification. This not only improves impact in terms of applicability
in industry but also recognition and citation in the scientific community.

A similar case can be made for the Long-Short-Term-Memory networks orig-
inally proposed in 1997 by Hochreiter and Schmidhuber [31]. Starting with
large-scale success in handwriting-recognition in 2007 and 2009 [32, 33] and
speech recognition in 2013 [34] LSTMs became widely used both in academia
and industry. Similar to Geoffrey Hinton’s work this delay is directly reflected
in citation counts as shown in Figure 4.

In general, science has many papers which are barely cited and few with high
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Figure 4: While the LSTM has been published in 1997 [31] it took several
years and success in the form of applicability for real-world challenges such as
handwriting [32, 33] and speech recognition [34] to be widely recognized and
used in other research.

citation count [35]. We further analyze Geoffrey Hinton’s publications to test
whether this is true for deep learning research. Among the most cited papers
rank backpropagation related papers such as [27] with around 42 thousand cita-
tions, and the already mentioned image classification paper [23] with 21 thou-
sand citations. Other highly cited work includes learning algorithms for deep
belief nets [36] with 7 thousand citations and a review paper on deep learning
from only 2015 [14] with 6 thousand citations. Of course, these papers are the
exception in the distribution of citations for papers even for famous researchers
such as Geoffrey Hinton. The median of citations for all his papers is just at 17
citations. To get an idea how skewed the distribution is, we plot a histogram
of the 80% less cited papers in Figure 5. If we had included the entire distribu-
tion, the previously mentioned outliers would render the visualization useless.
Of this 80% the median is only at 8 citations per paper. Clearly, from Figure 5
it can be observed that most papers are well below 25 citations and a huge
amount was not cited at all or only very few times. Together with the previ-
ous observation from Figure 2b we can support the findings by Bornmann and
Ioannidis that science is determined by few scientists and publications [37, 38]
also in the field of deep learning. Popper’s formulation of science being defined
by ‘trial and error’ [39] becomes very evident in the field of machine learning as
demonstrated by a large number of barely cited publications even by very suc-
cessful researchers. From the observations in this section, we can also conclude
that large numbers of citations indeed are a good indicator of impact, both for
applicability in academia, as well as in industry. But as we have seen, this often
is only true in the long-term and fewer citations are not necessarily a sign of
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Figure 5: A histogram of Geoffrey Hinton’s 80% less cited papers.

less impact, just less recognition. Good ideas may be hidden in less popular
publications that need to be discovered and built upon before their true poten-
tial is revealed. This makes it obvious that newer publications cannot yet be
effectively judged for high impact by citation count. Instead, one has to look for
methodological different and possibly currently unpopular approaches. We will
investigate this further with a qualitative analysis in the next section.

4 Successful ML research papers and their qual-
itative characteristics

Beyond the introduced metrics, we investigated what makes some of these most
cited papers so significant. A good starting point for papers to look at are the
publications of the co-author network from Figure 2 or the citation graph as
aggregated by Ciriello [40]. Other sources are the ‘test of time awards‘ awarded
by some conferences such as NIPS.

We begin with the NIPS 2017 test of time award for Rahimi’s paper on ran-
dom features for kernel machines [41]. In his presentation [42] he makes some
interesting remarks about the significance of his work. Besides their scientific
contribution, they also carried out marketing during the conference by distribut-
ing flyers in order to create awareness. This was important because at the time
access to machine learning frameworks was very limited. Not many of the cur-
rent frameworks such as Scikit-Learn [43], Theano [44] or TensorFlow [45] were
in existence. During the NIPS 2017 keynote [46] this claim was reinforced by
the statement that not only is the availability of such frameworks driven by
research, but also drives research itself.

Furthermore, we analyzed 12 publications [14, 16, 23, 31, 36, 47–53] of Jürgen
Schmidhuber, Geoffrey Hinton and Yoshua Bengio. We picked the three most
cited publications for each author in addition to publications with more than
5 thousand citations. The publications range from 1986 to 2015, at the time
of writing less than three years ago, and include literature reviews, applica-
tions, as well as new methodologies. Unsurprisingly, as previously noted in the
quantitative section, literature reviews are highly cited because it makes citing
easier and allows the reader to follow up on the topic quicker. On the downside
though, it may give attribution in the form of citations to the wrong authors.
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Of the 12 publications we analyzed, 4 of them are literature reviews.

Most of the papers are not application papers but introduce new methodologies
of learning in deep neural networks. The two exceptions are the deep ImageNet
classifier [23] and the multi-column deep neural networks for image classifica-
tion [51]. In both cases, breakthrough results have been achieved through the use
of previous and more fundamental work that also has been cited highly but did
not contain many experimental results. These papers achieved large impact by
finally showing that previous research was not in vain and future research both
built upon their success as well as compared new results with these landmark
papers. One example is the series of ImageNet image classification competi-
tion papers [54–56] that came after Krizhevsky, Sutskever, and Hinton [23]. All
other papers have a large contribution in the form of a new methodology for
learning representations such as backpropagation [49] or regularization in the
form of dropout [47]. One exclusion is Hinton’s paper ‘The appeal of parallel
distributed processing’ [50] that is focused on giving cognitive and psychological
evidence why parallel processing such as done by neural networks is beneficial.
In conclusion, we have direction-setting papers, fundamental new methodologies
that only sometimes can show practical success straight away, and application
papers that are relevant because of their contribution in showing previously the-
oretically introduced methodologies actually work well in larger scales.

Most of these papers also measure their success using metrics and display their
superiority over previous approaches by showing that they work better on par-
ticular datasets. Most notably, their results were better by a large margin, e.g.
on ImageNet [23], compared to many other less often cited papers that only
show small improvements. To put this into perspective, the official ImageNet
publication [57] which is usually cited whenever the dataset is used in a pa-
per’s experiments has been cited over 5 thousand times to this date. Simply
improving upon other papers by achieving a better empirical result, therefore,
is not a good indicator of the research’s impact. Also, none of the reviewed
papers invented their method entirely from scratch. To the contrary, most pa-
pers build on previous work and differentiate themselves from making small
but very significant changes or making a previous idea finally work in prac-
tice. This is evidence for the previously stated hypothesis [26] that the field of
deep learning is driven by engineering efforts. Thematically, all reviewed papers
dealt with questions about how to effectively train neural networks both in the
supervised and unsupervised context with the help of new algorithms such as
backpropgation [49], regularization with dropout [47], autoencoders [48], deep
belief networks [36], recurrent neural networks with large time-horizons [31] and
practical considerations for efficient learning [23, 51]. The reviewed papers have
been cited mostly because its methods are used in practice, new methods heav-
ily use its introduced methodology, their contribution was a huge improvement
in a certain area of application or the literature review was a useful target for
citation.

Another aspect we intended to investigate is the question whether public media
appearance of papers or hype coincides with high citation counts. It appears
that the open advertisement of new research over platforms such as blogs and
twitter is a phenomenon of the past few years and therefore not applicable to
the reviewed publications.
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4.1 Collaboratively curated lists

One source of deep learning papers with impact is a curated list on the platform
GitHub [58]. With about 14 thousand GitHub stars at the time of writing it
is one of the most popular sources for paper worth reading since 2012. Most
notably, it focuses on collaborative decision-making and a fixed budget of 100
papers. Whenever a new paper is added, an old one must go to keep the number
of papers constant. The authors also specify the criteria that papers must satisfy
in order to be considered. New papers are accepted only by discussion and
older papers require at least 200 citations per year. Generally, papers must be
seminal and not limited to a field of application in machine learning research
but applicable to a wide range of areas. Because GitHub is a collaborative
platform we can simply inspect the reasoning for the inclusion of certain titles
beyond citation count. A paper on deep residual networks [59], for instance,
got accepted into the list due to showing empirical success that is applicable
to a wide range of deep learning applications and appearing in lecture notes of
Stanford University. Other indicators for inclusion are best paper awards from
prestigious conferences [60].

5 Discussion

In this work, we mainly focused on qualitative analysis and citation count. We
were able to show that highly cited work indeed had great impact both on
academia, as well as industry and therefore society. Nevertheless, because the
reverse - that less cited work had no impact - is not true, it is conceivable that
better measures could be designed and used. Best paper awards and test of time
awards may fill this gap but require large efforts of few individuals. A solution
to this could be a further rise of collaboratively curated lists such as the one
we investigated on GitHub, blogging, Twitter and other means of digital com-
munication. Other options are ArXiv Sanity [61] that recommends publications
based on other user’s preferences. Still, these curated lists are highly dependent
on the interest group that designs and maintains them. For instance, it has been
found that ArXiv Sanity is much more focused on applications compared to con-
ferences [62, 63]. Also, it is questionable whether these collaborative lists will
take note of breakthrough ideas earlier than conventional research does.

Another question revolves around how the academic system has to be designed
in order to promote impactful papers. As we have seen, many later very suc-
cessful ideas were rather unpopular during their inception. This should en-
courage research groups, conferences, and journals to nurture crazy and cur-
rently unpopular ideas, possibly also through the introduction of a ‘Crazy Work
Award’.

We leave several frontiers to future investigation. Best paper awards could
be qualitatively analyzed, differences between conferences could be highlighted,
and the transition of research becoming basic knowledge taught at universities
could lead to further insights. Additionally, the initial acceptance rate at con-
ferences or journals of later to be discovered breakthrough papers might be of
interest.
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6 Conclusion

We have analyzed the co-author network of three important deep learning re-
searchers and their publications. It was evident that just like in other areas of
research, the most cited publications are distributed among a very small number
of authors. We analyzed some of the particularly successful papers and observed
the majority of citations only decades later after large-scale practical success of
these methods was evident. Great ideas in deep learning research therefore of-
ten require perseverance for long periods of time and success often depends on
whether the approach can be scaled up to large problems that are useful for con-
secutive research or industry adoption. The case of backpropagation and LSTMs
also showed that not the mainstream research established itself but the novel
ideas that were not generally accepted. When analyzing 12 highly cited papers
it also became evident that working on applications only leads to high impact in
the form of citations and adoption if it uses novel techniques that improve over
existing work by a large margin. Small improvements are quickly surpassed.
None of the application papers with large numbers of citations solely applied
existing techniques to a new application. Therefore, to maximize impact within
the research community, effort should be focused on general learning algorithms
over applications. Nevertheless, it is crucial to demonstrate the effectiveness of
these learning algorithms on large-scale problems to be recognized. Through
experiments we showed that many contributions even from famous authors are
barely cited, rendering deep learning research a form of trial and error. If these
findings were to be applied to a researcher’s style of research it is noteworthy
that many of our observations might not generalize well into the future. Never-
theless, the preceding analysis could be a good starting point for the direction
of future research endeavours in the field of machine learning.
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