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Evolutionary principles in self-
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learning how to learn: The meta-
meta-... hook. (Schmidhuber 
Diploma, 1987)
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A possibility for implementing 
curiosity and boredom in model-
building neural controllers 
(1991)
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systems (1991)

Reinforcement-driven 
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(1995)
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