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General-Purpose Meta Learning
Can we train an agent that can efficiently

in-context learn and act in any environment?
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Difficult Generalization

Offline training + augmented RL data → Generalization
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Transformer-based 
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Generalize

Supervised learning discovers in-context learning 
agents on single tasks with controllable efficiency.

Transformer-based 
Generally Learning Agent (GLAs)

Augmentation leads to 
generalization
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GLAs generalize to novel 
domains via in-context RL.
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Inference mode
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Create  tasks n {𝒮j, 𝒜j}n
j=1

Linear projection

Dj = {𝒮jsi, 𝒜jai, ri, di}

Linear observation 
projection with 𝒮j

Linear action 
projection with 𝒜j

Transition dataset

D̄ = {si, ai, ri, di}

Sensor observations & actions

Use data augmentation for generalization

This paper: How to fix this?

Take a subset of the collected data

 from τ0 π+0
C

PPO update

 from τ1 π+1
C

PPO

 from τ2 π+2
C

PPO

 from τ3 π+3
C

PPO

 from τ4 π+4
C

PPO

 from τ5 π+5
C

PPO

 from τ6 π+6
C

PPO

 from τ7 π+7
C

…

Gap g = 3 Gap g = 3

Data Collection (like Laskin et al 22)
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Model an in-context learning algorithm
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